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Math 5588 – Practicum in Actuarial and Quantitative Risk
Management

� COURSE OBJECTIVES

To introduce students to the real world practice and to improve their communication
skills. There will be presentations by visiting professionals on topics drawn from their
fields of expertise, and projects on real application problems will be assigned. Students
will work as groups on these projects and give presentations.

� CLASS FORMAT

Lecture and student presentation – 3 hours a week

� PREREQUIAITE

The prerequiaite includes working knowledge in Interest Theory (Math 3618), Probability
(Math 4530 or equivalent), Statistics (Stat 4201 or equivalent), and Linear Algebra (Math
2568 or equivalent).

� TEXTBOOK

There is no text book for the course.

� GROUP PROJECTS

There are several group projects with topics from actuarial and quantitative risk
management. In each project, a group should discuss and study the case, create a model
for the problem, decide on an analytical tool, gather and process data and information,
analyze results, and prepare a presentation. Visiting professionals will be available to
answer questions between classes when students working on each project. After
completing the project, each group presents its result to the whole class, and visiting
professionals give comments and feedbacks. The projects will be evaluated based on

– Problem formulation and model selection

– Selection and design of programing or computation methods

– Data preparation and processing

– Quality and accuracy of the result

– Presentation

Presentations should be in a format similar to PowerPoint with supporting technical detail
or programming output.



� INDIVIDUAL PRESENTATION

Each student will give a presentation on a topic of his/her choice. The topic should be
from actuarial science, financial math, data science, business finance, economics, or any
related field. Examples of a presentation include

– exposition of an idea or theory,

– introduction to a technical tool or platform,

– modeling of a real problem and its solution,

– etc.

Each student should discuss his/her choice of topic with the instructor before starting
working on the presentation, and should discuss the result with the instructor before
presenting to the whole class. The presentation should be in a format similar to
PowerPoint with supporting technical detail, computer output, or program demonstration.
Individual presentations will be arranged in the later part of the semester.

� EXPECTED WORKLOAD

Students are expected to spend 6 or more hours each week to work on the class projects
or individual presentation.

� PEER EVALUATION

There will be a midterm and a final peer evaluation. In these evaluation, each student
gives him/herself and each member of his/her group a score from A to E based on

– Attendance of group work

– Participation and contribution to each group project

A peer evaluation form is attached.

� GRADE

The course grade is based on student’s participation, performance, projects, and the class
presentationa. The distribution is

– Attendance, 10%,

– Group projects, 50%

– Individual presentation, 20%

– Peer evaluation, 20%

A letter grade will be determined by the total percent a student receives for the semester
as 90-100% A, 80-89% B, 65-79% C, 50-64% D.



� SAMPLE SCHEDULE

– Week 1 Introduction and Technical Preparation

– Week 2 Splines and Smoothing, Bootstrap (Liberty Mutual)

– Week 3 Rate Making (Nationwide P& C)

– Week 4 & 5 Brownian Motion and Its Application in Quantitative Finance

– Week 6 Pension and Retirement (Aon)

– Week 7 Market Optimization and Elasticity Modeling (Cincinnati Insurance)

– Week 8 Annuities (Nationwide Financial)

– Week 9 Life Insurance (Nationwide Financial)

– Week 10 Inflation and the Impacts to Pricing Auto Insurance (Grange)

– Week 11 & 12 Individual Presentations

– Week 13 & 14 Data Analysis and Modeling Projects

� ACADEMIC MISCONDUCT
It is the responsibility of the Committee on Academic Misconduct to investigate or
establish procedures for the investigation of all reported cases of student academic
misconduct. The term “academic misconduct” includes all forms of student academic
misconduct wherever committed; illustrated by, but not limited to, cases of plagiarism and
dishonest practices in connection with examinations. Instructors shall report all instances
of alleged academic misconduct to the committee (Faculty Rule 3335-5-48.7). For
additional information, see the Code of Student Conduct at
http://studentlife.osu.edu/csc/ .

� DISABILITY SERVICES STATEMENT
Students with disabilities that have been certified by Student Life Disabilities Services
(SLDS) will be appropriately accommodated and should inform the instructor as soon as
possible of their needs. SLDS contact information: slds@osu.edu; 614-292-3307; 098
Baker Hall, 113 W. 12th Avenue.



Evaluation

Self Evaluation

Your Name Grade:

Comments

Peer Evaluation

Team Member Name Grade:

Comments

Team Member Name Grade:

Comments



SAMPLE LECTURES AND PROJECTS

� Property and Casualty Insurance Pricing Considerations
Lecture Slides and Project Assignment
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Property and Casualty Insurance 
Pricing Considerations

January 28, 2020

Bob Weishaar

Bob Weishaar
• Ph.D. Mathematics and Masters of Applied Statistics, OSU
• Fellow of the Casualty Actuarial Society (FCAS)
• VP, Small Business Analytics, Cincinnati Insurance Company
• Pricing, research, and consulting roles at Farmers, Nationwide, 

LexisNexis, State Auto, and Motorists

The views expressed in this presentation are those of the 
speaker and not any third party.

Introduction

 Introduction to personal lines auto pricing considerations
 Integrated Pricing 
 Price elasticity modeling 

Agenda How do average insurance losses vary by driver age?

Age
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What are some other driver attributes that might matter?

• How important are prior accidents and 
violations?

• Is a person’s credit score related to whether they 
are likely to have an accident?

• Should you pay more or less for selecting higher 
“limits” of insurance?

• What about prior limits of insurance?
• Annual miles driven?
• Work schedule?
• Number of Facebook friends?

What are some vehicle attributes that might matter?

• Type of vehicle
• Age of vehicle
• Number of previous owners of car
• Vehicle safety features … making cost higher 

or lower?

1 2

3 4

5 6
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What geographical data matters?

• Population density (city vs country)
• Crime statistics
• Weather patterns
• Traffic patterns: What would a roundabout do 

to frequency and severity?

Cell phone data

• Could you calculate annual miles driven from a cell phone?
• How would you know if the cell phone owner was driving?

– Side of car entered
– “Finger print”

• What else might matter?
– Braking, acceleration, and cornering

• How does this compare to the use of age?
• How about prior accidents and violations?

– Speed
– Time of day
– Location
– Distracted driving

 Policy premium = Sum (Vehicle premiums)
 Vehicle premium = Sum (Coverage premiums)
 Coverages: Bodily Injury (BI), Property Damage, 

Comprehensive, Collision, Uninsured Motorists, etc.
 BI premium = 

 Base rate (e.g., $341)
 * territory factor (e.g., 1.7 for urban versus 1.0 for rural)
 * age factor (e.g., 3.2 for 18 year old versus 1.0 for 50)
 * gender factor (e.g., 0.95 for female)
 * credit factor (e.g., 0.70 for good credit)
 * increased BI limit factor (e.g., 1.5 for $300,000)
 * prior BI limit factor (e.g., 0.8 for $300,000)

Simplified auto pricing rating algorithm

 First, the overall rate level:
 If you collect $100 of premium:

 How much can we pay out in losses?  Expenses?  Should total be < or > $100?
 We get investment income 
 We need a profit provision with a risk margin

 We’re pricing ahead of time, so also need to consider:
 Loss development (do we really know how much our products have cost us?)
 Loss and premium trends (inflation and other macroeconomic trends) 

 Then, segmentation to understand relativities:
 Age, geography, credit score, etc. 
 Uses predictive modeling (usually regression) 

Cost-based pricing is a big piece of the puzzle

Cost isn’t the only factors to consider when pricing
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What happens if we 
don’t use age in 
pricing?

Young drivers have higher loss costs 
than mature drivers.  

What might happen if a competitor 
comes along and prices like this?

The Actuary’s evolving role in decision making

Actuarial

Loss cost and expense based 
segmentation

Sales/Marketing/UW

Market driven segmentation (competitive 
intelligence, hit ratio analyses, etc.)

Analysis and Implementation

Business Leader

Comprehensive Analytics Support

Ye
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y
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y
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 Costs
 Losses
 Expenses

 Retention rate: acceptance of renewal offers
 Quote volumes
 Hit (or close/conversion) rate: acceptance of new business 

offers
 Transition rates

 Deterministic: Driver and vehicle aging
 Random: Increasing limits, buying a new car

 Competitive position
 Price sensitivity 

Metrics that influence pricing decisions

Historical domain 
of the actuary

What is Integrated Pricing?

 Use of the pricing lever to meet financial objectives

 Profitable acquisition and retention throughout the consumer lifecycle

Policies-in-
ForceMarket Acquisition

Retention

Profit, 
growth and 
risk metrics

1. Loss, expense, and 
risk modeling: How 
much does it cost to 
insure customers? 

2. Elasticity modeling: 
How do consumers 
respond to prices?

3. Integrated Pricing: 
How should products 
be priced?

Simulation

Price elasticity: how demand varies with price

Price
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100%

Price elasticity varies significantly by segment
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Reasons for differences
•Shopping behavior
•Brand affinity
•Intermediaries
•Competitor behavior

Demand curves are derived by elasticity modeling

Price

+x%

-y%

Demand
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• Elasticity = sensitivity of policy 
volume with respect to price = y/x

• Elasticity varies significantly by 
segment

Optimal segment level pricing is a balancing act

Age
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Ignoring a rating 
variable can lead to 
adverse selection and 
unprofitable growth

Pricing to segment level indications 
will protect against adverse 
selection

Optimal prices will depend on 
business objectives and segment 
metrics 

13 14

15 16

17 18
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Techniques have evolved to derive profitable pricing strategies

Pr
of

it/
G

ro
w

th

New Rating Elements and Structures
(examples for illustration only)

Cost Based: Diminishing or even 
negative returns due to disruption 
and the new business penalty

Competitive Intelligence + 
Judgment: Significant lift available 
through consideration of market 
forces

Pricing strategies

Integrated Pricing: Deeper 
understanding of consumer 
behavior ensures that 
sophisticated rating elements yield 
profit and growth 

Good decision making vs accurate forecasting

1. Is this a good decision (is the future “better”)?
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Time

2. What does this do to our forecast?

3. How certain are we of this forecast? 

Current expectations

Revised expectations

 Price Optimization is a broad expression applied to a set of 
pricing strategies in the insurance industry

 Several states have expressed concerns about some of the 
techniques being employed

 Many of the examples in this presentation and corresponding 
problem set are used only to illustrate mathematical and 
economics concepts

 Besides being bound by local laws and regulations, Actuaries 
are bound by codes of professional conduct

 Global regulatory frameworks vary considerably

Notes on “Price Optimization”

Due to the negative connotation of the phrase “price 
optimization,” these techniques are now often referred to by 

other terms such as “integrated pricing” 

Integrated Pricing can shift the demand curve
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Demand

B: Elasticity 0.5

A: Elasticity 2.0
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Integrated Pricing can shift the demand curve
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B: Elasticity 0.5

A: Elasticity 2.0
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Integrated Pricing can shift the demand curve
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Demand

B: Elasticity 0.5

A: Elasticity 2.0

$90

2000

1000

(100,2000)

(98.84,2150)

$110
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Integrated Pricing can shift the demand curve
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Price

2. Derive demand 
curves using 

elasticity modeling

3. Increase demand using 
granular portfolio simulation

Demand

Increase volume with no loss 
of profit

Increase profit with no loss of 
volume

Elasticity modeling

New business responds to differences 
in competitive position

Renewal business responds primarily 
to rate change

= Percent change in PIF divided by percent change in price

Elasticity is the sensitivity of policy volume with respect to price

Company premium over average competitor premium New premium over old premium

 Strike rate: Percent of offers accepted
 Close rate for new business
 Retention for renewals

 Premium differential: Relevant price comparison
 Competitive position for new business
 Typically premium change for renewals

 Conceptually: A regression model where elasticity is the 
coefficient of the premium differential.

Strike rate=(close rate predictors)+(prem diff)*(elasticity predictors)

Elasticity modeling terminology Regression modeling is often used to predict metric values

x

y

60    62    64    66    68    70    72    74    76

62
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Father’s Height
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H
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t
“Best fit line”

Regression modeling and link functions

Link functions determine the range of acceptable predictions

Linear
Exponential

Logistic
1.0

x

y

 Loss
 Frequency: Log link with Poisson error
 Incidence: Logit link with binomial error 
 Severity: Log link with gamma error
 Pure premium: Log link with Tweedie error

 Strike rate: Logit link with binomial error
 Marketing response: Logit link with binomial error
 Elasticity: Nonlinear form

 Need strike rate between 0 and 1
 Need coefficient of premium differential to be negative (higher price 
 lower volume)

Examples of regression models in insurance

25 26

27 28

29 30
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Economics of Insurance Product Pricing
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Price

Demand

This slope is very difficult 
to compute in insurance

 Target is unknown
 Contrasted with loss or strike rate modeling 

 Cannot offer same customer two different prices at same point in 
time.  Alternatives:
 Random price tests:  only way to get truly unbiased estimates of elasticity 

(common outside United States)
 Other methods introduce bias

 Over time – competitor prices and marketing programs change
 Between segments – Segment behavior might cause differences

 You intend to change one of the predictors (price), so an accurate 
coefficient is important.  In many models, only the prediction is 
important.
 Suppose: Strike rate = a*(age) + b*(years licensed) + c*(price)

 If a and b are “wrong”, not a big deal.  (Should still try to get this right, of course)
 If c is wrong, results could be disastrous.  But price is generally a function of the other 

attributes! 

Elasticity modeling is a difficult business problem

 Actuaries play critical functional roles in insurance companies:
 State rate indications
 Reserve analyses
 Etc.

 Product Management centralizes P&L (profit & loss) 
responsibility. 
 Often filled by Actuaries
 Increasingly rely on actuaries for broader analytics support

 Even without sophisticated models, a commitment to the 
portfolio simulation mindset improves decision making    

Conclusion Using elasticity to meet business objectives

Find the price change that maximizes total profit…

Price change 0% -5% 5% 10% 20% 15%
Price 100 95 105 110 120 115
Costs 80 80 80 80 80 80
Volume 1000 1100 900 800 600 700
Elasticity 2
Total profit 20000 16500 22500 24000 24000 24500

31 32

33 34



P&C Pricing Considerations 
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Definitions: 

• Profit = (Price-Costs)*(Policy Count) 
• Margin (which is profit percentage or ratio) = (Price-Costs)/Price 
• Costs = losses + expenses 
• Strike rate: Percent of offers accepted, called close (or hit or conversion) rate for new business and retention for 

renewals.  We’ll take strike rate to be a function of price in these problems. 
• Elasticity: -(% change in strike rate) / (% change in price) = −(∆$

$
)/(∆'

'
) 

• Elasticity can also be written as −($
(

$
)/('

(

'
) which simplifies to −$('

$
 

• Be careful of negative signs!  In the math, elasticity is a positive number that measures the strength of an inverse 
relationship. In discussions, the negative direction might be emphasized by actually saying it is “negative.”   

 
Note:  Unless otherwise directed, treat elasticity in a “simple” manner.  For example, if price is currently $100, volume 
1000, and elasticity 2, then a 10% drop in price to $90 increases the volume by 20% (=2*10%) to 1200.  On the other 
hand, if you drop the price first to $95 and then $90 and use an elasticity of 2 in each step, you’d get a new volume of 
~1216.  In reality, elasticity is a point estimate and doesn’t apply to every jump in price.       
 
Problems (Hint: Use Excel Solver add-in when finding numerical solutions.) 
 

0. Suppose there are two segments A and B with the following characteristics: 

 
a. Find prices that maximize profit and hold cumulative volume constant. ($191.67 & $216.67 à $641,667) 
b. Find prices that maximize volume and hold cumulative profit constant. ($188.21 & $213.20 à 21,038) 

 
 

1. Find the one-year profit maximizing margin as a function of elasticity only given that: 
o Elasticity, cost, and quote volume are constant 
o Profit = (price-cost) * quote volume * strike rate 
(This is a calculus problem, and you’ll need to use the product rule.  Profit is a function of price, and you 
want to maximize profit by changing price.  Strike rate is also a function of price.  In the end you should have 
margin as a simple function of elasticity … all other constants should drop out.) 

 
 

2. Suppose your book consists of blue and red cars with the following metrics: 

 
a. Find prices that maximize profit dollars 
b. Do these prices agree with your derivation in #1?  Why or why not? 
c. Maximize profit subject to the constraint that no volume is lost. 
d. Maximize volume subject to the constraint that no profit is lost. 

A B Cummulative
Price 200                  200                 
Profit per policy 30                     30                   600,000          
Policy Volume 10,000            10,000           20,000             
Elasticity 4                       2                     

Blue cars Red cars
Loss 300 350
Expenses 60 50
Elasticity 2 4
Quote volume 2000 1000
Close rate 40% 30%
Price 500 500



3. Your competitive intelligence team has notified you that competitors have started using sod type in pricing home 
insurance.  Houses with fescue lawns have losses that are 20% higher than those with Kentucky blue grass.  
Competitors begin charging 5% more for fescue and 5% less for blue grass.  You study the segments and find that 
the fescue owners are more elastic. Given these values:  
 

 
 
a. What happens to profit and volume if you do nothing in reaction to your competitors’ changes?  (For 

simplicity, use $300 in the denominator for all price change calculations.)   
b. Should you implement a sod factor in your rating plan?  
c. What factors should you use if you want to maximize volume while maintaining original profit levels?    
d. Assuming regulators are fine with sod type as a rating variable, could you support the factors you selected 

in c? 
 

4. You are devising a new rating plan that rates only on how long a policy has been in effect.  You are given the 
following information: 
 

 
 

Your new prices should be of the form: price=𝑥𝑦+ where t is the number of terms the policy has been in effect and 
x and y are constants that are fixed from the beginning (you can’t change them each year).  For example, x=100 
and y=0.9 means new business pays $100 and each year the customer gets a 10% discount.  y=1.2 means they pay 
20% more each year.  Let t=0 for new business.  You will start writing this business in a new company.  Note that 
for new business, elasticity measures sensitivity to a change from the current price of $500.  For renewals, 
customers are sensitive to the change from the price paid in the previous term. 

a. Determine x and y so that profits are maximized in the third year of the new company’s operation. 
b. Determine x and y so that volume is maximized in the third year of operations given that profit is 

limited to 15% of premium. 
NOTE: In the “third year” of operations, the company will have new business, business that is one year 
old, and business that is two years old.  You want to consider the whole book of business.  

 
5. Recessive Corporation is a small auto insurance company with 100 annual car policies, each priced at 120 dollars. 

With no change to price, the company expects to lose 20 of these policies to competitors resulting in an 80% 
policy retention. A pricing actuary has advised you that the renewal elasticity for this business is 2.0. 

a. Calculate the expected policy retention if Recessive decides to decrease their price to 60 dollars, treating 
elasticity in the simple manner described in the Note above. 

b. Now suppose the strike rate for a given price (x) is represented by the function, 𝑌 = .
./01234

. Using the 
information from Recessive, calculate the a and b values for this function. 

c. What is the expected policy retention after the same decrease to premium using the new logistic form? 
d. Identify an issue which may arise if Recessive decides to rely on the answer in part (a). 
e. To check that the simple approach is reasonable for small price changes, calculate the percent impact to 

volume if price increases to $121.20 (a 1% increase).     
Hint: Apply the quotient rule to find 𝑌′.  Don’t forget elasticity = −6(7

6
 

fescue BG
quotes 1000 1000
close rate at competitive position of 1 10% 10%
Previous prices (you and competition) $300 $300
Actual losses and expenses $300 $250
New competitor price $315 $285
Elasticity 3.0           1.5           

Loss and expense 400
NB Elasticity (sensitivity to change from current price) 5
Renewal Elasticity (sensitivity to rate change from prior term) 0.5
Price 500
Quotes 1000
Close rate (at current prices) 20%
Retention rate (when no rate change) 90%



SAMPLE LECTURES AND PROJECTS

� Splines, Smoothing, and Bootstrap
Lecture Slides and Project Assignment
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Introduction to Splines and 
Smoothing

A representative problem

• I would like to be able 
to represent the 
average relationship 
between Equity Return 
and Income.

• Many ways to do this.  

• What are my choices?

• What is best?

Polynomial Regression

• Common approach is to fit a 
polynomial regression.

• Several problems can be material:
• Curve really isn’t a polynomial, so you 

wind up with systematic misfits.
• Curve can have kinks and twists driven 

by noise in the data.  

• Extrapolation of high-order 
polynomials can lead to injury                                     
or death.

Smoothing Splines

• The main idea behind smoothing splines is to fit low-order piecewise regressions to the data.

• Piecewise means that you don’t have to have a single model to fit the whole curve – so you minimize systematic 
misfits.

• Low-Order means that are less likely to fit to noise in the data and extrapolation is generally safer.

• Basic process is:

• Define the boundaries between the pieces (“knots”).  In general want wider pieces where the data is thin or 
regular; narrower pieces where the data is heavy or irregular.

• Choose the polynomial function (“basis function”).  The higher the polynomial the smoother the fit.  May allow 
fewer pieces.

• Fit the piecewise regressions.

• Can enhance this method by choosing something more sophisticated than polynomial basis functions.  B-splines 
are a popular choice that is more numerically stable than ordinary polynomials.

Linear Spline
• We will choose knot points             

𝜉 = −80%, −40%, 0%, 40%
to define the linear segments.

• We will fit a linear regression for 
each segment, but we also want the 
endpoints to link up (continuity).

• A specific functional form does this:

• Less parameters, similar fit, safer 
extrapolation!

4

Cubic Spline
• Continuing the previous example, we 

don’t like the “sharp angles”

• We can correct this by using a higher 
order polynomial AND also requiring 
the that first derivative be 
continuous (eliminates the sharp 
angles).

• In general, for a polynomial of order 
D and K knots…

• Only one additional parameter 
needed for each increase in order!
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Kernel Regression

• The big issue with splines is that knot and polynomial choice are highly judgmental, with a lot of 
interaction between these choices.  Results may not be very stable.

• Kernel Regression is a technique that achieves similar results, with fewer choices, and good 
stability.

• Basic process is:

• We are going to take a local average of all the points that are nearby.
• Choose a “weighting kernel” that shows me how to compute the locally weighted average.
• Compute the weighted average anywhere I want to know the smoothed value.

• Can extend this method by “adjusting” the local points with polynomials, then taking the average.  Used to provide 
better tail extrapolations.

Kernel Mean
• The mean is a 0th order polynomial.

• The Normal Kernel is a common 
choice for computing the weighted 
average.  Data structure can drive 
selection of other kernels.

• The main modeling choice is the 
kernel standard deviation “scale” 
or “smoothing” parameter.

• Choice is judgmental.  Generally 
want to see a few bumps in the 
fitted curve but not too many.

Kernel Mean
• Using a kernel standard deviation 

of 0.0333 we see the functional 
form that is indicated by the data 
itself.  (No basis function choice 
needed.)

• But we also see that the mean gets 
very noisy in the tails of the data.  
There is little data here and the 
local mean behaves erratically.

• Would like to expand the averaging 
window, but this leads to flattening 
of the data and losing information 
about the data relationship.

Kernel Mean VBA Function

Linear Kernel Regression
• For this example, we are using a 

kernel standard deviation of 0.050 
– a wider window so that more 
data goes into tail estimates.

• But we also use a linear trend 
adjustment to “centralize” points 
before we compute the average.

• Gives us the best of both worlds:
• Get a smooth relationship.
• Only need to choose two parameters, 

standard deviation and trend factor.
• No knot selection.
• Data tells us the functional form rather 

than trying to guess a form.

Introduction to Bootstrap 
Estimation
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Stochastic Projection
• What do we mean when we say stochastic projection?

• Stochastic Integration   
Estimating a statistical measure such as expected value, a percentile or CTE.

• Solve Heat-Equation PDE
Estimating risk-neutral values.

• Real-World Scenario Testing
Evaluating what would “really happen” in individual scenarios.

• Prescribed Calculation
Prescribed calculations performed on prescribed scenarios.

• “Nested Stochastic” situations combine multiple techniques.

Simulation Performance
• Simulations processes typically 

highlight precision.  (Is my 
answer this quarter similar to last 
quarter?)

• Close attention to specifics of 
valuation problem can improve 
precision.

• Accuracy matters over the long 
term.  (Both good and bad 
valuations eventually converge to 
the same value!)

• Inaccuracy usually the result of 
poor modeling techniques.

Bootstrap Estimation
• You can’t control what you can’t measure!

• When you run a simulation and compute a metric, how do you know 
if you are close to the “true” answer?  

• The brute force approach is to…
• Run a really large simulation and see what result you get. 
• Run multiple simulations and see how “repeatable” your answers are.
• Both are hard to do.

• Can you do something easy and get the same information?

Bootstrap Estimation
Concrete Example
• You run 250 scenarios and measure the 95CTE of PV cashflow.  

• Is the value you measured close to the true fully-converged value?
• How many scenarios would you have to run to be close enough?

• The “information” from your simulation consists of 250 PV cashflow 
values.

Bootstrap Estimation
Some facts that will be important…

• Sample distribution asymptotically 
approaches true distribution.

• In a sample, the “range” of distribution is 
much more accurately represented than 
“level” of distribution.

• In a sample, the center of distribution is 
more smoothly represented than the tails.

Bootstrap Estimation
Method
1. From the observed 250 PV cashflow, grab a random sample (with 

replacement) of n PV Cashflows.  This is a statistically valid proxy for 
running an entirely new simulation of n scenarios – but without the 
work!

2. Compute your metric of interest (95%-ile of PV Cashflow).

3. Repeat this process many times to estimate the standard error (sampling 
range) of your metric.

4. The asymptotic distribution of your sample metric is Normal, and you 
can use the “square-root rule” to estimate required sample size.
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Bootstrap Estimation
• The “true” sampling distribution (hard to compute) 

and the “resample” sampling distribution have the 
same shape.

• The resample location is wrong because the 
resampled distribution doesn’t reflect the mean level 
very well.

• But the 95% confidence range (range of results) is 
very accurately reproduced.

• Bootstrapping can tell you how precise your answer 
is, but it cannot tell you how accurate.

• A small sample may not provide a good 
representation for tail metrics, but this tends to 
result in wide confidence ranges – you are getting 
the right feedback!

Project

Part 1
When computing the value of equity derivatives, a common technique is to generate “risk-neutral scenarios” –
simulations of equity paths – and use these paths to compute the expected payoff of the derivative.  This 
technique is called Monte Carlo valuation.

For this project, we are going to use a Monte Carlo valuation to duplicate the Black-Scholes formula results.  
(There are multiple ways to solve the same math problem!  So you can check your answers using closed form 
formulas.)  Assume the following values.

1. In spreadsheet or other mathematical modeling package, simulate risk-neutral equity scenarios.  
• Start each scenario with S0=1 and use 𝑆௧ = 𝑆௧ିଵ + 𝑟𝑆௧ିଵ ȉ 𝑑𝑡 +  𝜎𝑆௧ିଵ ȉ 𝑍 ȉ 𝑑𝑡 where Z is a random 

draw from a standard Normal distribution.  (Hint: you may need to use the Inverse CDF method to 
generate the Z draws.)  

• Generate 250 random scenarios, in monthly time increments, out to one year.
• Store the results in an array with 250 rows (250 scenarios) and 13 columns (t=0,1,…12). 
• How do you know that you did this simulation properly?  (Hint: what are the assumptions of the Black-

Scholes model?)  What statistical properties of this data matrix can you evaluate.  Show those tests.

Part 1 (continued)
2. For values of S at t=1year compute 𝑒ି௥ ȉ max(0, 𝑋 − 𝑆).  This is the present value of the put payoff at 

the maturity of the option.
• Compute the average value of 𝑒ି௥் ȉ max(0, 𝑋 − 𝑆) across all 250 scenarios.  This is a Monte Carlo 

estimate of the put option value.
• Compare this result to the Black-Scholes formula for put price.  Are they close?  How do you explain 

what you see?

3. Use the Bootstrapping technique to resample your 250 present value put payoffs.
• Generate twenty new samples of size n=250 and compute the average present value put payoff for 

each new sample.
• What is the standard error of your result in part 2?
• If I wanted to be very sure that my Monte Carlo answer was accurate to within ±0.001, how many 

equity scenarios would I have to simulate?
• Run a sample of this size and show that your new answer is within this tolerance.  (Be careful – this is a 

trick question!)

Part 2
In practice it is usually very time consuming to run a Monte Carlo simulation, so we want to reuse our 
calculation results wherever we can.
For this project, we are going to reuse the simulation results from the previous problem.  We will develop a 
“pricing formula” for puts with six months to maturity by comparing the payoff in month 12 to the equity level 
at month 6.  (The time to maturity between month 6 and month 12 is six months.)
Kernel Approach
1. Reusing the simulation results from Part 1, compute the six-month present value of the put payoff at 

maturity   𝑒ି௥ȉ଺ ௠௢௡௧௛௦ȉ max(0, 𝑋 − 𝑆ଵଶ).  This present values the 12 month put payoff to a date six 
months earlier.

2. Make a graph that plots   𝑒ି௥ȉ଺ ௠௢௡௧௛௦ ȉ max(0, 𝑋 − 𝑆ଵଶ) versus the equity level in month 6, 𝑆଺.  Add to 
this graph a plot of the Black-Scholes price of a put with six months left to maturity, given the equity 
levels at 𝑆଺. How do you interpret what you see?

3. Fit a kernel regression through the cloud of points in the previous graph.  What smoothing constant 
makes sense.  Compare this kernel regression to Black-Scholes price.  How would you describe the quality 
of fit?  When is the kernel safe to use?

4. Use the bootstrap approach to estimate the standard error of the kernel regression as three different 
levels of 𝑆଺={0.8, 1.0, 1.2}.  (Hint: You need to resample both 𝑆଺ and 𝑆ଵଶ from the original simulation.)  Do 
these results confirm your observations in 3?

Part 3

• OLS Approach

• Repeat the previous analysis, substituting ordinary least-squares regression (cubic polynomial) for the kernel 
regression.

• Compare and contrast with the results you saw using the kernel approach.  (Hint: you may want to plot the 
error=[regression answer]-[Black-Scholes formula answer] vs 𝑆଺ for both the kernel regression and the 
ordinary least-squares regression.)

• Which method gives you more accurate valuations?
• Which method gives you more precise valuations?
• Do your answers depend upon the level of 𝑆଺?

• For many practical applications, I care about the first derivative of the option value curve.  How do the 
Kernel and OLS methods compare?  How could I adjust each method to provide better estimates of the first 
derivative? 
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